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Abstract 

The Generalized Weng Model is one of the basic models for oil production forecasting. Professor Chen Yuanqian first proposed 

the linear iterative trial-and-error method to solve the generalized Weng Model, and scholar Zhao Lin proposed the method to 

solve the Weng model based on binary regression. In this paper, a new method for solving Weng Model is put forward. Taking 

Liaohe Oilfield in China as an example, the process and results of the three methods are compared, and the advantages and 

disadvantages of the three methods are analyzed. The results show that when the original linear iterative trial and error method 

solves the model, it needs to simulate the value of parameter b with computer software, and then select a judgment criterion to 

find the optimal b value. In this paper, a method based on binary regression is proposed which can directly calculate parameter b. 

The new method can directly calculate the parameter b better than the method based on binary regression. The method in this 

paper is to fit all the data at one time, avoiding the above two kinds of uncertainties, and the calculation workload is small and can 

be realized by EXCEL, which is convenient for technical personnel. 
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1. Introduction 

The famous geophysicist, Mr. Weng, proposed the Poisson 

Cycle model for predicting the reserves and medium- and 

long-term production of oil and gas fields in his monograph 

"Fundamentals of Prediction Theory" which is published in 

1984. [1] In his monograph "Theory of Forecasting" pub-

lished in 1991, Mr. Weng renamed the Poisson cycle model as 

the Life Cycle model, which was called the Weng model by 

later generations. [2] In 1987, Professor Zhao Xudong put 

more than 150 domestic and foreign oil and gas fields into the 

model for trial calculation, and the final result showed that it 

was feasible to apply the Weng's prediction model in the 

production and final recoverable reserves of oil and gas fields. 

[3-6] 

In 1996, Professor Chen Yuanqian explored the estab-

lishment and derivation process of Weng's model, obtained 

the generalized Weng's model with a wider range of applica-

tion, and proposed the linear test method to solve the param-

eters of the generalized Weng's model. Through verification, 

this method can predict the cumulative production, production, 

recoverable reserves, and maximum annual production of oil 

and gas fields. [7-14] In 2009, Lin Zhao presented a method 

for solving the generalized Weng model based on binary 

regression. [15] 

In this paper, we will propose an estimation method for the 
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parameters of the generalized Weng model based on nonlinear 

regression, which can directly obtain the parameter b that is 

better than the solution based on the binary regression method, 

and can improve the fitting and prediction accuracy of the 

generalized Weng model. 

2. Estimation Method for Solving the 

Parameters of the Generalized Weng 

Model Based on Nonlinear Regression 

In the generalized Weng model, it is necessary to find the 

hidden regularity from a large amount of data, and the gen-

eralized Weng model belongs to a nonlinear model. Com-

pared with the linear model, the complexity of the nonlinear 

model increases geometrically, so the regression parameters 

of the linear model are easier to calculate, while the regression 

parameters of the nonlinear model are not easy to calculate. 

When solving practical problems, we often have to settle for 

the next best thing and use the approximate regression model 

of the nonlinear model to obtain the regression parameters of 

the nonlinear model. There are many ways to use the ap-

proximate regression model of nonlinear model to obtain the 

regression parameters of the nonlinear model. The method 

used in practical textbooks is to perform variable substitution 

on the nonlinear model, convert it into a linear model, and 

then use the linear regression model to obtain the regression 

parameters. This approach may add interference information, 

or lose the original information, and in the most extreme cases, 

the prediction accuracy of the derived nonlinear regression 

model will be greatly reduced. What is about to be discussed 

below is a simple way that can overcome these drawbacks. 

Without losing generality, the form of the nonlinear func-

tion model can be expressed as follows 

1 2 1 2

2

( , , , , , , , )

~ (0, )

m ly f x x x e

e N

  



  



        (1) 

About the independent variables 1 2( , , , ) m
mx x x x R   

in the nonlinear function model (1), obviously, it is a point in 

the m-dimensional space, regarding the parameters 

1 2( , , , ) l
l R      in the nonlinear function model (1), 

apparently it is a point in the l-dimensional space, with regard 

to the dependent variable 1y R in the nonlinear function 

model (1), it is obviously a point in one-dimensional space. 

The nonlinear function model (1) 

1 2 1 2( , , , ; , , , )m lf x x x    is also a multivariate function 

containing the parameters, which is mostly a nonlinear 

function under normal circumstances. The purpose of non-

linear regression analysis is to obtain the best estimate of the 

parameter in the l-dimensional space. 

Suppose it is necessary to find the optimal estimate of the 

parameter ( 1 2
ˆ ( , , , ) l

l R     ) of the nonlinear func-

tion in the l-dimensional space from a set of original experi-

mental data 1 2{(( , , , ) , ) 1,2, , }m i ix x x y i n : 

1 2
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Suppose that the set of the original experimental data of the 

nonlinear function model (1) in the m+1-dimensional space is: 

1 2{(( , , , ) , ) 1,2, , }m i ix x x y i n  

According to the original experimental data, the desired 

nonlinear function model is obviously located in the 

m+1-dimensional space X-Y. Why don’t we suppose that the 

predicted values of the nonlinear function model are as fol-

lows: 

1 2
ˆ{(( , , , ) , ) 1,2, , }m i ix x x y i n  

In order to directly find the predicted value of this nonlinear 

function model in the m+1-dimensional space X-Y, it is nec-

essary to use large-scale software. Practical textbooks usually 

use some simple alternative methods that change the nonlin-

ear function model into a linear function model for linear 

regression, find the parameter  of the nonlinear function, and 

then convert the nonlinear function model. 

In this conversion process, the data set in X-Y space must 

first be transformed into a data set in X-Z space. Practical 

textbooks usually substitute variables as follows: 

( )z F y                   (2) 

The above variable substitution transforms the data set in 

X-Y space into a data set in X-Z space, that is: 

 

1 2 1 2{(( , , , ) , ) 1,2, , } {(( , , , ) , ( )) 1,2, , }m i i m i ix x x z i n x x x F y i n    

The data set corresponding to the set of predicted values in the data set in the X-Z space is the data set on the m+1-dimensional 

new variable space X-Z as: 
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1 2 1 2
ˆˆ{(( , , , ) , ) 1,2, , } {(( , , , ) , ( )) 1,2, , }m i i m i ix x x z i n x x x F y i n    

Some textbooks or papers use the following formula to find 

the sum of squares of the residuals of the data that set in X-Z 

space, namely: 

2
1

1

ˆ( )

n

i i

i

S z z



                (3) 

On the basis of the residual sum of squares formula, the 

best estimate 1 2
ˆ ( , , , ) l

l R      of the parameters  is 

obtained by using the least squares method, and then substi-

tuted  into equation (1) to obtain a nonlinear function model. 

After a large number of experimental verifications, it was 

found that although a nonlinear function model can be ob-

tained by using this method, this nonlinear function model 

quite naturally hides a serious defect that is not easy to detect. 

The sum S2 of squares of the residuals of the data in X-Y space 

for the original m+1-dimensional variable is expressed by the 

following equation: 

2
2
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S y y


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Although it can meet the minimum of the sum S1 of the re-

siduals of the square of the data in the X-Z space of the new 

m+1-dimensional variable, it may not be able to meet the 

minimum of the sum S2 of the residuals of the square of the 

data in the X-Y space of the original m+1-dimensional vari-

able, which will lead to the large error of the regression pa-

rameters of the obtained nonlinear mathematical model, and 

even lead to the complete failure of the obtained nonlinear 

mathematical model in serious cases. 

For functions with unknown parameter  

ˆˆ ( ) [ ( )]i i iz F y F y x   

Expand by Taylor series at iy  
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When the nonlinear mathematical model satisfies the con-

dition that ˆi iy y , the term ˆ( )i iy y  in the above equation is 

an infinitesimal quantity when ˆ
i iy y . When satisfying 

ˆ
i iy y , we can omit all the higher-order infinitesimal terms 

of infinitesimal ˆ( )i iy y  and get: 
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Now we can organize the approximate expression of the 

sum S2 of squares of the data residuals on the original 

m+1-dimensional variable space X-Y as: 

2
2

2 2
1 1

ˆ( )
ˆ( )

[ ( )]

n n
i i

i i

ii i

z z
S y y

F y 


  


        (6) 

During the above ceremony: ( )i iz F y , ˆ [ ( )]i iz F y x , 
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
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The least squares method is applied to equation (6) to find 

the approximate expression of the sum S2 of squares of the data 

residuals on the original variable space X-Y, and then the best 

estimate of the parameter  in the l-dimensional space can be 

obtained, and the parameter  only need to be substituted into 

equation (1) to obtain the nonlinear mathematical model. 

For the generalized Weng model that Q=atbe-ct, the ap-

proximate regression method based on the nonlinear model is 

used to estimate the parameters of the generalized Weng 

model as follows. Make that: 

P=F(Q)=lnQ=lna+blnt-ct 

In the above equation, the dependent variable P is derived 

from the independent variable Q, that is: 

P′=1/Q 

2
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2 2
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Using the original data, we find the partial derivative of the 

above equation and solve the parameters a, b, and c, and then 

obtain the generalized Weng model corresponding to the 

practical problem. 

3. A Case Analysis of Solving the  

Parameters of the Generalized Weng 

Model 

We used the production data of Liaohe Oilfield from 1970 

to 2006 cited in Zhao Lin's paper as an example for compar-

ative analysis. Figure 1 is the curve trend diagram of the 
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simulated data calculated by the statistical data and its three 

methods, and the data processing and graphics are done by 

EXCEL. 

 
Figure 1. Curve trend chart of statistical data and its simulated data. 

The following table shows the results of the parameters a, b and c, the maximum residuals squared, and the sum of squares of 

the residuals obtained by the three methods. 

Table 1. Parameters obtained by the three methods. 

Methods Parameter a Parameter b Parameter 1/c 
Maximum Residual 

Square 

Sum of squares 

of residuals 

Chan Method 0.2733 3.77 7.0664 31633.99021 180993.0375 

Zhao Method 0.3554 3.654 7.2898 36708.91391 188722.0685 

The Method of this article 0.980591406 3.156707527 8.706048648 41486.35276 202498.7392 

 

Considering the maximum relative error and the sum of 

squares of the residuals, it can be seen that there is no statis-

tical difference between the models obtained by the three 

methods. 

4. Discussion 

Professor Chen's solution to the generalized Weng model 

prediction is a base-value prediction, and when the linear 

iterative test method is used to solve the generalized Weng 

model, there will be multiple solutions because of the uncer-

tainty in the value of parameter b and the selection of regres-

sion segments. When using the linear iterative test method to 

solve the Weng's model, it is necessary to use computer 

software to simulate the value of parameter b, and then select 

"the value b of the historical fitting of the highest correlation 

coefficient and the best yield and cumulative yield". Selecting 

the data segment with the best linear relationship in the un-

certainty of the regression segment, and then the judgment 

process is more intuitive. Zhao Lin's method separates these 

two kinds of uncertainty when solving, and directly obtains 

parameter b through binary regression on the uncertainty of 

parameter b, but the uncertainty of regression segment selec-

tion is not as intuitive as Professor Chen's method, which it 

also relies on human judgment selection. The method in this 

article is a one-time fitting of the whole data, avoiding the two 

uncertainties mentioned above, and it has less computational 

work and can be implemented with EXCEL, which is con-

venient for technicians to use. 

5. Conclusion 

In this paper, a new method for solving Weng's model is 

proposed, and the advantages and disadvantages of the other 
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three methods are analyzed and compared. At the same time, 

a new method based on binary regression is proposed. The 

new method can directly calculate the parameter b better 

than the method based on binary regression. This method is 

to fit all the data at one time, avoid the above two kinds of 

uncertainties, and the calculation workload is small and can 

be realized by EXCEL, which is convenient for technical 

personnel. 
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